Debriefing in Support of Dynamic Decision Making: An Empirical Study

Abstract

This paper describes an empirical, laboratory-experiment-based evaluation of the effectiveness of debriefing. A comprehensive model consisting of 4 evaluation criteria are developed and used: task performance, structural knowledge, heuristics, and cognitive effort. On these criteria, debriefing versus no debriefing are compared. It is found that debriefing was effective on all 4 criteria; debriefing improves task performance, helps user learn more about the decision domain, develop heuristics, and expend less cognitive effort in dynamic decision making.
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Business forces, such as intensifying competition, changing operating environments, and advancing information technology (IT), have made organizational decision making a substantially complex task (Diehl & Sterman, 1995; Moxnes, 1998; Sterman, 1989b). In complex dynamic tasks, managers must have ways and means to test their assumptions and decision strategies before a costly and often irreversible implementation follows. However, computer technology together with the advent of new simulation tools and methods provides a potential solution to this managerial need. For instance, computer simulation based learning environments (CSBILEs) are often used as decision support systems (DDSs) to improve decision making in dynamic tasks by facilitating user learning (Davidsen & Spector, 1997; Lane, 1995). CSBILEs allow the compression of time and space and provide an opportunity for managerial decision making in a non-threatening way (Issacs & Senge, 1994).

Despite an increasing interest in CSBILEs, recent research on their efficacy is rather inconclusive (Bakken, 1993; Davidsen & Spector, 1997; Lederman, 1992; Wolf, 1990). The increased interest per se does not produce time and opportunity for decision-makers to reflect and learn. Future organizations must design and implement tools and processes aimed at supporting learning (Bakken, 1993; Collins, 1991; Senge, 1990). The increasing urge to improve the efficacy of CSBILEs in promoting decision making in dynamic tasks has lead the researchers to suggest ways, tools and processes. One such way to improve the efficacy of a CSBILE is to incorporate debriefing (Cox, 1992; Davidsen & Spector, 1997; Elsom-Cook, 1993; Goodyear, 1992: Lederman, 1992; Wolf, 1990). 

In the context of CSBILEs, debriefing is the processing of simulation-based learning experience from which the decision-makers are to draw the lessons to be learned (Lederman, 1992; Stienwachs, 1992). With the help of the facilitator, debriefing activity allows the decision makers to reflect on their experiences and overcome the misconceptions they had with the dynamic task they just performed (Issacs & Senge, 1994). Thus, debriefing influences decision makers’ learning in such a way that it may enhance their transfer learning – how well the decision makers learn from the previous task by making them accomplish another task either in the same domain (Huber, 1995) or in a different domain (Bakken, Gould, & Kim, 1994: Hayes & Broadbent, 1998).
Although the literature on dynamic decision-making (DDM) and learning in CSBILEs (e.g., Davidsen & Spector, 1997; Issacs & Senge, 1994) has embraced the concept of debriefing, its effectiveness has rarely been evaluated empirically. Does debriefing improve performance in dynamic tasks? Does debriefing influence subjects’ structural knowledge? Does debriefing helps users to improve their heuristics knowledge? How does debriefing affect decision makers’ cognitive effort? This study attempts to find answers to these questions.  The findings should be valuable to CSBILEs designers, users, and researchers. CSBILE designers will be able to enhance the efficacy of CSBILEs by explicitly building in debriefing. CSBILEs users will get more effective support in understanding the dynamic tasks. CSBILEs researchers will be able to use this research as a base to examine other important issues, such as the influence of debriefing on group decision making, the value proposition of debriefing, and the impact of debriefing on time-critical tasks.

DEBRIEFING IN CSBILEs AND DYNAMIC DECISION MAKING

How well do people perform in dynamic tasks? The empirical evidence on DDM suggests it as “very poorly” (Brehmer, 1990; Diehl & Sterman, 1995; Moxnes, 1998; Sterman, 1989b). In dynamic tasks, where a number of decisions are required rather than a single decision, decisions are interdependent, and environment changes (Edwards, 1962), most often the poor performance is attributed to subjects’ misperceptions of feedback. That is, people perform poorly because they ignore time delays and are insensitive to feedback structure of the task system (Diehl & Sterman, 1995). Debriefing may help reduce the misperception of feedback. 

In dynamic tasks, outcome feedback alone is not effective (Paich & Sterman, 1993). Decision makers have to be able not only to examine the results of their decisions but also the causes of these results. Debriefing provides an opportunity to reflect on their experiences with task (Cox, 1992; Davidsen & Spector, 1997; Spector, 2000; Wolf, 1990). Such discussions, necessarily held after accomplishing the task, purport to foster learning by making the decision makers aware of their entrenched beliefs and provide them with information which facilitates their eventual re-interpretation (Issacs & Senge, 1994).

There are many experiences that the decision-makers can have with a decision-making environment. They initially have no way of knowing which are important and useful in the real world (Elsom-Cook, 1993). Debriefing may provide this knowledge and hence aid learning.

The behavior of dynamic systems is most often counter-intuitive (Forrester, 1961). Decision makers have their own views about what types of decision strategies are needed to achieve desirable behavior in the system as a whole. But, when they play out their assumptions and strategies, often the outcome is not what they perceive, even though they thought they understood the interactions in the task system (Sterman, 1994). Debriefing may effectively fix the inadequacies of their mental models – preconceived conceptions about the task system. The decision-makers can discover gaps between their expectations of system behavior based on their understanding of system interactions and the behavior that actually arises (Issacs & Senge, 1994). This discovery may help the decision makers to have “adequate model” of the system and hence improve learning.

These previous studies provide an insight into the effectiveness of debriefing. However, several gaps still remain in the understanding of the effects of debriefing: 

· We still do not know the incremental effects of debriefing. By not comparing a CSBILE with debriefing to an identical CSBILE without debriefing, only one study (Davidsen & Spector, 1997) analyzed the combined effects of CSBILE and of debriefing rather than the effects of debriefing alone.

· In the context of CSBILEs, the definitions and measures of effectiveness of debriefing lack a comprehensive framework.

· The effects of different formats (e.g., collaborative discussion, debriefing game etc.) are unknown.

This study bridges some of these gaps and advances previous research by proposing and using a comprehensive research model, discussed in the next section, to evaluate the effectiveness of collaborative discussion type of debriefing in CSBILEs on multidimensional performance outcomes. These performance outcomes include task performance, structural knowledge, heuristics knowledge, and cognitive effort.

RESEARCH MODEL AND HYPOTHSES 


We use “CSBILE” as a term sufficiently general to include microworlds, management flight simulators, learning laboratories and any other computer simulation-based environment – the domain of these terms is all forms of action whose general goal is the facilitation of decision making and learning. Based on this broader conception of CSBILE, we propose a comprehensive evaluation model (Figure 1) that evaluates the influence of debriefing on the decision, the decision maker, and the decision-making process.

Our model draws on Sternberg’ (1995) view of learning as a progression towards expertise. To better capture a range of expertise development, we propose that CSBILEs effectiveness (and debriefing effectiveness) should be evaluated on four criteria: (1) task performance, (2) structural knowledge, (3), heuristics knowledge, and (4) cognitive effort.

Task Performance

Research on DDM and learning in CSBILEs has focussed on improving managerial performance (Bakken, 1993; Dörner, 1980, Langley & Morecroft, 1995; Sengupta & Abdel-Hamid, 1993). CSBILESs provide a practice-field for managerial decision making. After having experiences with the simulation environment, debriefing may help the decision makers in at least two ways: (i) expanding the limits of their bounded rationality, and (ii) reducing their misconceptions about the task system. When CSBILEs are used as tools to expand the cognitive capacity, a decision maker is able to accomplish the task more thoroughly by processing more information and evaluating more alternatives. As a result, the decision maker makes a better decision. 


In addition to the expansion of cognitive capacity, debriefing activity allows the decision makers to discover the gaps between their expectations of system behavior and the actual behavior. This clarity about the misconceptions about the task system leads to better understanding of task system. Improved understanding helps the decision makers to analyze similar task problems in future. Therefore, users of debriefing should perform better in dynamic tasks.

H1: Users of CSBILE with debriefing perform better in dynamic tasks than users of CSBILE without debriefing.

Structural Knowledge

Structural knowledge pertains to knowledge about principles, concepts, and facts about the underlying model of the decision task. In DDM literature, Berry (1991) found that subjects improved both their structural knowledge and task performance when task was changed to task with relatively more salient relations among the task system variables. Provision of structural information about the underlying task system results in improved task knowledge and task performance (Gröbler, Maier, & Milling, 2000). Debriefing provides an opportunity to the facilitator to elaborate on the relations between key variables of the task system. As a result, decision makers may develop better understanding about the facts and principles (e.g., which variables are related to goal-attaining behavior of the task system) about the underlying task system. Consequently, the users of debriefing should acquire better structural knowledge about the dynamic task.

H2: Users of CSBILE with debriefing show relative improvement in structural knowledge more than users of CSBILE without debriefing.

Heuristics Knowledge


Heuristics knowledge concerns how decision makers actually control or manage the task. Dynamic decision makers may well know the strategies to achieve better task performance (heuristics knowledge) even though they can not show improvement on declarative knowledge (Hsiao, 2000). In a debriefing session, instructing subjects with task property, strategies and decision rules, and the lagged effects may enhance their capability for dynamic decision-making. Thus, the users of CSBILEs with debriefing should acquire better heuristics knowledge.

H3: Users of CSBILEs with debriefing show relative improvement in heuristics knowledge more than users of CSBILE without debriefing.

Cognitive Effort

CSBILEs, like any support tool, affect decision-making process by making it more or less efficient and therefore, enable decision makers to make decisions faster or slower. In DDM literature, Sengupat and Abdel-Hamid (1993) found that provision of cognitive feedback actually lengthen the decision-making process. Debriefing can reduce the decision-making time by helping users make judgmental inputs and avoid spending extra time for searching which variables of the task systems give rise to specific system behavior. In the absence of debriefing, users have to turn solely to their cognitive resources to infer the relationships between key task variables, leading to more time to digest the information and hence to make a decision. Therefore, users of CSBILEs with debriefing should make decisions faster.

H4: Users of CSBILEs with debriefing make decisions faster than users of CSBILE without debriefing.
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METHODOLOGY

Research Design

To test the hypotheses we designed a single-factor, completely randomized design involving one control group and one experimental group. Each participant in the control group used a CSBILE without debriefing and each participant in the experimental group used a CSBILE with debriefing.

The research questions were explored in the context of a CSBILE-FishBankILE- in which subjects played the role of fishing fleet managers making fleet capacity acquisition and utilization decision over the life of fishing area contract: 30 years. The task simulation is based on system dynamics model
 of Dennis Meadow’s board game built around the “tragedy of the commons” phenomenon. 

The task embodies the essential characteristics of a dynamic task – a series of multiple, interrelated decisions made over a period of time and in a dynamic environment (Edwards, 1962). As fishing fleet managers, subjects had to a fishing firm over a 30-year period. Each year subjects were required to order new ships and decide the percentage utilization of the fleet. Task performance is measured by cumulative profits made by each firm over a period of 30 years plus the remaining resource (fish) value in the final year.

Participants

The experiment was conducted with senior undergraduate students, 47% males and 53% females, at National University of Singapore. They were on average 23 years old. None of the participants had any experience with FishBankILE task. There were 87 student subjects who signed up FishBankILE task experiment. And 78 of them showed up, signed the consent form, and completed the whole experiment. Participation in the experiment was entirely voluntary. S$50, 30, 20 respectively was paid to the top performers in each group.

Procedure

Two separate electronic classrooms in the faculty of business administration at National University of Singapore, where forty IBM PC/ compatibles have been set up, were reserved for the experiment, one for control group and other for experimental group. The task program (FishBankILE) was installed and pilot tested one academic term prior to the main study. In addition to the task program, all subjects were supplied with a folder containing the consent form, instructions to lead them through a session, training materials (which were also available on the computer screen), as well as notepads and pens as they were encouraged to take notes along the experiment. The task training materials were also emailed to all the subjects, 2 days prior to their experiment session and were asked to go through it thoroughly. The experiment started with each participant returning the signed consent form and taking a pre-test on FishBankILE task knowledge. Then the instructor /experimenter provided introduction to the task system and explained what to do in the experiment session.  Both the groups received the same general instruction. Two goals were made clear to the participants: to obtain a good result when controlling the simulation task (i.e., maximize the total profit) and to learn as much as possible about system structure and behavior.

All the subjects completed a training trial by going through the computer screens of FishBankILE, making decisions in each period, accessing and observing the feedback of their decisions via graphs and tables. Then, all the subjects completed two formal trials interceded by either a small break for control group or a debriefing activity of about 40 minutes for experimental group. 


In the debriefing activity, not only ‘what happened’ but also ‘what did not happen’ was discussed. Subjects’ performance charts were shown and discussed to relate the structure of the system with its behaviour. Structure-behavior graphs (Davidsen, 1996) of all the main feedback loops of FishBankILE system were explicitly elaborated. Subjects were free to ask questions and were answered accordingly.


Each participant took a post-test, which was identical to the pre-test, following the completion of 2nd formal trial. It was conducted to measure any possible structural and heuristics knowledge gain or loss during the experiment. The experiment took about 80 minutes for experimental group and about 60 minutes for control group.

Measurement 

Dependent Variables. For H1, user task performance is the dependent variable. The task performance metric for each subject was chosen so as to assess how well each subject did relative to a benchmark rule. The task performance measure for subject s, TPs has the following formulation:


where ny is the number of task performance variables, nT is the number of trials the task has to be managed, bit is the benchmark
 value of task performance variable i at time t, and yit is the empirical value of task performance variable i at time t. The logarithmic transformation in assessing task performance reduces the influence of extreme deviations. Task performance, TP, is assessed in the following way. Every decision period, the benchmark’s performance variables’ values are subtracted from the subject’s. The subject’s final performance, TP, is the accumulation over 30 periods of this difference, given the identical conditions, averaged over the number of task performance variables and number of trials.


For H2, user structural knowledge about the task system is the dependent variables. A post-test measured structural knowledge reflected by fourteen closed-ended questions on the relationships between pairs of the task variables and six questions the algebraic relationships of the variables. The answer to each question was evaluated as right (one point) or wrong (zero point). The difference between pre-test and post-test scores was used in the analysis.

For H3, user heuristics knowledge about the task system is the dependent variables. On the post-test, two open-ended questions asked the subjects about their general strategy for ordering new ships and ships utilization. Two independent domain experts scored the answers. The average scores on the two questions measured heuristic knowledge in this study. 

For H4, cognitive effort in decision-making is the dependent variable. Using decision time as a surrogate provides an estimate of the cognitive effort employed by a subject in performing a task (Sengupta & Abdel-Hamid, 1993). Decision time was measured as the time spent by a subject making decisions in each of the decision periods (excluding the time it took to run the simulation). The CSBILE we used in the experiment was designed to record the decision time for all thirty periods period in a complete trial of the decision task. 

Independent Variable. For all a hypotheses (H1, H2, H3, and H4), the independent variable is the availability of debriefing in a CSBILE. 

RESULTS

Table 1 summarizes demographic characteristics of the participants. The results of various ANOVA and chi-square test suggest that the group distributions were statistically identical for age, gender, academic background, structural knowledge, and heuristics knowledge. Therefore, it is safe to assume that even these demographic factors were to have any effect on the subject performance, the effect was same for both the groups and did not materially affect the results of this study.

Table 2 summarizes the results of four ANOVA tests for task performance for H1, structural knowledge for H2, heuristics knowledge for H3, and cognitive effort for H4. Since the calculated F-values are higher than the critical F-values, all four hypotheses are supported. Subjects who received debriefing outperformed those without it. However, their performance still lags behind the performance of the benchmark rule.

For H2, there is overwhelming support. Subjects in the debriefing group scored significantly higher on post-test on structural knowledge. H3 is also supported very strongly. Subjects in the debriefing group developed better heuristics knowledge than subjects without debriefing aid. Finally, H4 is immensely supported. Subjects with debriefing support made decisions very efficiently. They spent less than half the time subjects without debriefing spent.


One could argue that improvement in performance in Trial 2 might have come as result of practice of Trial 1. We analyzed the effects of practice separately utilizing the data obtained from control group. Table 3 summarizes the results of the analyses. Although we find significant effects of practice on structural knowledge and decision time of the subjects in control group, but not real threat to the established support of the hypotheses.

	Table 1: Participants Demographics

	
	Control Group

(without Debriefing)
	Experimental Group

(with Debriefing)
	Test statistic
	Critical value
	p-value

	Participants
	39
	39
	
	
	

	Age
	23.1
	23.4
	F=.26
	3.97
	0.611

	Gender

Male

Female
	19

20
	18

21
	(2 =.97

(2 =3.66
	28.87

31.41
	1

1

	Academic Backgrounda

FAE

CMS

BL
	2.2

.6

.6
	2.2

.5

.6
	F=.03

F=.07

F=.05
	3.97

3.97

3.97
	0.864

0.798

0.818

	Structural Knowledgeb
	10.15
	10.05
	F=.11
	3.97
	0.739

	Heuristics Knowledgeb
	3.92
	4.13
	F=.93
	3.97
	.338

	a: FAE: Finance, Accounting, & Economics group (score is 1 if course is taken & 0 if no course is taken in the area; max is 3 and min is 0); CMS: Computer Science, Mathematical Modelling, and System Dynamics group (max is 3 and min is 0); BL: Business Strategy and Logistics/ Supply Chain Management group (max is 2 and min is 0).

 b: average score on pre-test with a max score of 20 and min score of 0.


	Table 2: Effects of Debriefing

	Hypotheses
	Group


	Performance


	F-Value
	Critical F-Value


	p-value

	H1
	Without Debriefing

With Debriefing
	TPa = -.63

TP = -.45
	353.09
	F .95, 1, 76 = 3.97
	0.000

	H2
	Without Debriefing

With Debriefing
	SKb = 12

SK = 16.32
	141.53
	F .95, 1, 76 = 3.97
	0.000

	H3
	Without Debriefing

With Debriefing
	HKc = 3.85

HK = 13.08
	726.37
	F .95, 1, 76 = 3.97
	0.000

	H4
	Without Debriefing

With Debriefing
	DTd = 64

DT = 28.03
	852.81
	F .95, 1, 76 = 3.97
	0.000

	a: TP: Task Performance is the average performance (relative to the benchmark) in Trial 2. A score of 0 means that subject performance is at par with the benchmark rule. A score of > 0 would mean better performance than the benchmark rule and a score of < 0 means subject performed poorly as compared with the performance of the benchmark rule. 

b: SK: Structural Knowledge is score on post-test with a max score of 20 and min score of 0.

c: HK: Heuristics Knowledge is also a score on post-test with a max score of 20 and min score of 0.

d: DT: Decision Time is the average time in seconds, per decision period, in Trail 2.


	Table 3: Effects of Practice

	Performance a

	F-Value
	Critical F-Value


	p-value

	TP1 = -.64

TP2 = -.63
	1.01
	F .95, 1, 76 = 3.97
	0.319

	SK1 = 10.15

SK2 = 12
	27.29
	F .95, 1, 76 = 3.97
	0.000

	HK1 = 3.92 

HK2 = 3.85
	.17
	F .95, 1, 76 = 3.97
	0.682

	DT1 = 59

DT2 = 64
	11.85
	F .95, 1, 76 = 3.97
	0.001

	a: TP1 refers to Task Performance of Control Group (CG) in Trial 1; TP2 refers to Task Performance of CG in Trial 2; SK1 refers to Structural Knowledge of CG on pre-test and SK2 refers to Structural Knowledge of CG on post-test; HK1 refers to Heuristics Knowledge of CG on pre-test and HK2 refers to Heuristics Knowledge of CG on post-test; DT1 refers to average decision time spent (in seconds) by subjects in CG in Trial 1 and DT2 refers to average decision time spent (in seconds) by subjects in CG in Trial 2.


DISCUSSION / CONCLUSIONS

Debriefing plays a critical role in decision-making and learning in CSBILEs. By influencing decision performance, decision maker, and decision-making process, it may enhance or reduce CSBILEs effectiveness and, in turn, decision-making effectiveness. However, these effects of debriefing are understudied. In the context of CSBILEs, this study is perhaps the first study on comprehensive evaluation of debriefing. The findings of this study have direct implications for CSBILEs design. First, providing debriefing is useful because it improves task performance, helps user learn more about the decision domain, develop heuristics, and expend less cognitive effort in decision making. In CSBILEs, subjects with debriefing aid perform better because their access to what Schön (1938) called “reflective conversation with the situation” gave them greater adaptability in recognizing system changes and updating their mental models.


This study proposes and uses a comprehensive model to evaluate debriefing effectiveness. The model comprises four evaluation criteria- decision task performance, decision maker structural knowledge, heuristics knowledge, and cognitive effort. Prior studies (e.g., Davidsen & Spector, 1997) analyzed debriefing effectiveness on only two criteria. Consequently, their conclusions were incomplete. Furthermore, this research model is a comprehensive instrument that can be used by other researchers in future studies to evaluate debriefing and other decision aid issues.

Limitations and Future Research
First, there appears a clear call to re-assess the earlier studies pertaining to dynamic decision making, especially those supporting Sterman’s misperception of feedback hypotheses (see e.g., Sterman 1989a and Hsiao, 2000) and may help generalize the efficacy of CSBILEs.

Second major limitation of the current study has to do with the notion of external validity. This study would tremendously benefit from research efforts built on a more naturalistic decision-making environment.

Finally, task complexity affects the decision behaviour of a decision-maker, as a result, CSBILEs effectiveness (Brehmer, 1990). This study focussed on only one decision task. There is a need to extend this research to dynamic tasks with varied degrees of complexity.
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Figure 1: The research model: The effects of debriefing on decision making








�Upon request, the mathematical equations of the model are available form the author .


� Details about the benchmark rule are available to the interested readers from author upon request.
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